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ABSTRACT 

This report describes several different approaches to Command and Control System 
vulnerability analysis. The focus is on practical heuristics that can be used without a 
significant loss of accuracy. Topics covered are qualitative criricality evaluation of C2 
nodes, identification of degradation sources, and dependability evaluation of digital C2 
support systems. The use of the possibility measure for data with higher-order 
uncertainty forms is discussed, and dependability results using the possibility measure 
are contrasted with those of probabilistic methods. 
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Aspects of Command and Control System 
Vulnerability Analysis 

Executive Summary 

Vulnerability analysis of military command and control (C2) systems is an increasingly 
important field of study as awareness grows of the leverage that Information 
Operations can provide in adversarial conflicts. However, there are many kinds of 
vulnerability analysis and which is the appropriate form for any given C2 situation is 
not always obvious. Initially, the concept of nodal criticality is examined and several 
types of criticality are described so that the most appropriate version for a given C2 
situation can be assessed. Next, C2 system vulnerability is discussed based on 
elemental dysfunctions of diverse types. The Failure Modes, Effects and Criticality 
Analysis technique of systems engineering is described for evaluating system 
vulnerability based on the potential combination of diverse elemental dysfunctions. 
Finally, the concept of C2 network dependability is discussed based on combinatorial 
network communication failures. Two types of failure likelihood measure are applied 
in the network combinatorial computations: the conventional probabilistic failure 
likelihood, and the possibilistic likelihood measure. Whereas the probabilistic 
likelihood estimates the likelihood that communication between sets of nodes will not 
occur due to link failures, the use of possibilistic likelihoods estimates the 
communication failure likelihood that could feasibly occur for any set of nodes. It is 
suggested that the more conservative estimates derived using the possibility measure 
are especially relevant to military situations due to the use of subjective estimates for 
component failure likelihoods, and the limited relevance of historical evidence since 
the adversary will search for new ways to attack a system. An approximate 
probabilistic method is also demonstrated, and for some example networks the results 
are shown to exhibit small error from the more complicated exact probabilistic 
methods. This report aims to provide a broad perspective of the field of vulnerability 
analysis so that a suitable analytical approach, or combination of different approaches, 
can be selected to match the needs of a given C2 system and situation context. Overall, 
the emphasis is on practical methods, with relatively low computational requirements 
so that application in the field may be more readily achieved and not be dependent on 
the presence of technical analysts. 
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1. Introduction 

A command and control (C2) system consists of: 
1. Flexible human agents 
2. Information technology networks 
3. Information traffic flows (patterns). 

In threat situations these three types of elements interact and provide the foundation 
for military decision making. Military Information Operations is then concerned with 
identifying vulnerabilities across all three types of elements. Comprehensive 
vulnerability analysis would examine the behaviour of all three elements, and use 
various techniques to capture different aspects. This report will concentrate only on 
vulnerability analysis of the information technology networks and their outputs. 
Vulnerability analysis of the human elements would require the identification of key 
personnel, while vulnerability analysis of information flows would require dynamic 
network mapping tools to visualise information flow patterns for the identification of 
key nodes and links. A frequent objective of C2 system vulnerability analysis is to 
identify structural weaknesses so that the overall system can be designed to be 
robust, or hardened later against degradation attempts. Although this is largely a 
defensive objective, an adversary's network that has been mapped may also be 
analysed to detect weaknesses, and this can be valuable for planning offensive 
information operations. 

Vulnerability analysis of complex military systems with human elements has several 
levels: 

a    Determination of critical nodes, subsystems, components, and links 
Q    Evaluation of subsystem or component dysfunction modes 
Q    Evaluation of C2 support network reliability and dependability. 

While human C2 networks may appear similar to telecommunication networks, they 
are uniquely different in certain respects. In telecommunication network analysis, 
functionality measures are based on considerations such as: number of alternate 
paths, path lengths, path type, and number of routers. However, human C2 systems 
are more hierarchical and modular, and rather than combinatoric path alternatives, 
different considerations are important, such as the information influences and 
dependencies between nodal elements. Nevertheless, the communication 
functionality of C2 networks is obviously still important and should be monitored 
and evaluated. While the preferred performance measure for evaluating 
telecommunication networks has changed over the years, the general trend [12] has 
been from using the design criterion of probabilistic system "unreliability", to 
"unavailability" (for example, 4 hours downtime in 20 months). Thus, the trend has 
been towards a posteriori end-user metrics rather than a priori design metrics. For the 
theoretical estimation of unavailability, system exogenous information is required 
concerning the characteristics of the restoration process. Not only is a priori 
availability estimation more complex than reliability estimation, but it is also more 
tentative and potentially inaccurate. (A concise introduction to the theory of 
availability estimation can be found in [16]). It is also important to note that the 
steady-state, or long term value of interval availability of a network, is not the same 
as the point availability, or probabilistic reliability at a particular time. In relation to 
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digital C2 support networks, "survivability" [19] is another performance concept that 
is becoming more prevalent. Similar to availability, this measure factors in extra 
considerations such as susceptibility to penetration and ease of reconfiguration. 
Rather than being a prescriptive measure, it is also an a posteriori type of measure. A 
further term, "dependability" has also claimed some popularity in recent years. 
Frequently, dependability is used to include system maintainability characteristics, 
which may also include system exogenous factors in addition to the endogenous 
system reliability characteristic. In this report, dependability will be taken to mean 
reliability in the presence of various types of dysfunctions, some of which may be 
caused by system exogenous factors such as network intrusions and unauthorised 
access. In this way, dependability is intended to be a broader concept than reliability. 
However, a separate meaning for dependability may also be encountered - as the 
inter-dependence that can exist between system components - but that meaning will 
not be adopted in this report. 

For evaluating the performance of C2 networks in the following discussion, the 
number of demands that are not met due to some dysfunction, will be taken to 
indicate the lack of dependability (unreliability) of C2 links. Each component 
undependability may be caused by hardware, software, or human dysfunctions, and 
the subjective evaluation of undesirable event likelihoods inevitably plays a large 
part in the initial stages of a vulnerability analysis. There are two main categories of 
qualitative vulnerability analysis: the first category aims to identify all the possible 
combinations of events that can cause degradation- a state space specification of 
degradation situations, while the second category requires the subjective evaluation 
of dependencies between C2 elements, which enables critical elements or nodes to be 
identified. In contrast, quantitative vulnerability analysis evaluates system and 
subsystem failure likelihoods and dependabilities, from combinations of component 
degradation event likelihoods. This report will focus on the following types of 
vulnerability analysis: 

1. Criticality evaluation of C2 elements 
2. Dependability evaluation as the likelihood of C2 communication success. 

It is well known that the exact evaluation of statistical network reliability for large 
networks is a NP-hard problem. Discussion of the theoretical complexities of 
statistical network reliability analysis can be found in Shier [17], Colboum [5], and 
Harms et al. [7]. There are also special issues relevant to C2 vulnerability analysis that 
are not addressed in this report. One such issue is how to formulate a network 
hardening strategy (for information assurance) subject to optimal use of budget 
funds. A recent approach to that problem for network hardening, or alternatively for 
network tampering, has been proposed by Lyle et al [11]. Overall, this report focuses 
on more general issues and the selection of practical solutions to the above two types 
of vulnerability analysis. 

Section 2 first discusses several qualitative approaches to criticality evaluation of 
nodal elements within C2 systems. Section 3 then discusses the Failure Modes, 
Effects, and Criticality (FMECA) analytical technique for combining complex 
degradation modes with elemental degradation event likelihoods to estimate the 
system dysfunction likelihood. Section 4 then presents examples of static system 
dependability estimation, using the possibility measure for subjective estimates of 
degradation event likelihoods,  and  also  describes  some  important aspects  of 
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dynamic dependability monitoring. Finally Section 5 summarises the principle 
notions of this report. 

2. C2 Node Criticality Evaluation 

2.1 Introduction 

A C2 cell can be separated into its component elements and decomposition may be 
on the basis of hardware systems, or utilise more abstract higher-level decision units 
composed of people, hardware, software, and applications. One approach to 
criticality evaluation is to use specialised network visualisation tools that can identify 
nodes and links with high information flows. However, with this type of analysis 
criticality is equated with traffic volume and the significance, or relevance, to the 
whole system is not considered. Several approaches that follow for C2 node 
criticality evaluation are based upon qualitative influence ratings for a node in 
relation to other nodes, which reflect the degree of relevance of a node's information 
output to the other nodes' information processing activities. These qualitative 
influence ratings are simply influence ratings between 0, for no influence at all, and 1 
for total influence, meaning the source node totally determines the sink node. A 
linguistic scale may also be used to rate the relative influence strengths. However, 
any subjective dependency evaluation is very context dependent, especially when 
nodes represent flexible human individuals or groups. For this reason, rating them 
out of context, or for well-defined threat situations, may well be unrealistic. In 
addition to influence strength based methods, the technique of C2 process mapping 
is also described. 

2.2 Node Criticality Based-on Sum of Nodal Output Influences 

The qualitative inter-nodal influences or dependency ratings can be represented in a 
matrix and simple summation across rows is sufficient to prioritise the influence 
strengths of the ouputs from the source nodes. For asymmetric networks, such a 
matrix is not symmetrical, not additive (a. * a..), and not multiplicative ( ai( * 1/ a,, ). 
For this simple type of criticality evaluation, techniques for higher-order uncertainty 
modelling are not required because the influence strengths are not likelihoods. Such 
criticality prioritisation by aggregate output influences at a node, does not consider a 
node's relevance or importance with respect to the total system, and the output links 
may be at a low level in the C2 cell or be concerned with some non-essential aspect of 
the situation. 

2.3 Node Criticality Based-on a Nodal Domination Measure 

This approach is based on a relative power measure that was proposed [20] for use in 
social networks. That measure is the ß-measure and for any pair of source and sink 
nodes in a directed network it is the ratio of the influence strength between the pair, 
over the sum of nodal influences into the sink node i.e. the proportional influence of 
the source on the sink node. For any directed network a matrix of ß-measures can be 
derived according to the network structure. These values can then be summed across 
columns (sinks) for each row (source) indicating the total domination power of each 
node with respect to the whole network. By ranking these dominance sums the more 
critical nodes at the top can then be determined. Although the authors of the ß- 
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measure do not apply it in exactly this manner, they have also investigated the 
previous sum of outputs method (called the "score measure" in their terminology) 
and conclude that both relational power measures yield similar results. 

2.4 Node Criticality Based-on Path to System Output 

This qualitative approach evaluates criticality in relation to the number of links a 
node is displaced from the top-level system output. The assumption implicit in this 
approach is that system output (or decisions) are more dependent on higher-level 
nodes because they process more aggregated, or richer forms of information. In such 
simple qualitative influence diagrams, the influence of a node on the system output 
node is simply the multiple of the dependency or influence strengths along the uni- 
directional path. The uni-directional path of greatest value then defines the criticality 
of a node. For this type of top-down analysis, the general type of information 
synthesis operation at each C2 element must be taken into account. Nodal inputs 
may be processed by summarisation (the AND operation), which fuses all inputs into 
some global metric or summary evaluation. Alternatively, nodal inputs may be 
processed by a disjunctive operation (the OR operation), which selects between a 
variety of inputs. For AND type information processing, top-down analysis must 
evaluate influence strength multiples along all paths. However, for OR type 
information processing, only the path along the input link with the lowest influence 
strength need be considered; if the child node is a leaf node. But if the OR node's 
children has children, all its childrens' criticality values must be determined by 
multiplying their path influence strengths. From such top-down multiplications, 
values are determined for each node which provide a criticality ranking whereby 
higher-level nodes are inherently more critical. The weakness with this approach is 
when a node has a direct link to the top (say), but is still only of peripheral interest in 
a situation. This again points to the need to consider the intrinsic value or importance 
of a node's output in relation to the hierarchical C2 structure and the top-level 
decision. 

2.5 Node Criticality Based-on Relative Importance Ratings 

Different types of threat or military situations have different information processing 
needs. For example, a terrorist attack threat may not require much detailed 
geographic information since there is no attacking force of objects. It may be useful to 
evaluate the individual importance or value of C2 nodal outputs for different threat 
situations. An element may be compared to each and every other element in a C2 
cell, and its importance subjectively rated in relation to the overall goal. From these 
pairwise comparisons, a matrix of relative values can be developed from which a 
priority vector can be synthesised showing the relative importance of each on a 
proximity scale [0,1]. Alternatively, instead of directly comparing the relative effect of 
two elements on the overall goal, a hierarchical set of relative importance measures 
(weights) could be subjectively developed by pairwise comparisons, as in the 
popular decision theoretic called the Analytic Hierarchy Process (AHP) [14]. This 
hierarchy would reflect the intrinsic hierarchical nature of C2 information 
processing, and the importance of any nodal element would be the product of the 
prioritised weights along the branches leading to the element. These nodal 
importance weights could then be factored into the previous three methods to make 
them somewhat more credible (i.e by using weighted influences). However, care 
should be taken when selecting a procedure to synthesise a priority vector from the 



DSTO-TR-1123 

matrix of pairwise ratings, as there are some problems concerning the common 
eigenvector method used in the AHP. Barzilai [1][2] discusses some hidden dangers 
of the AHP technique and has proposed procedures to satisfy the requirements for 
an adequate prioritisation method. 

2.6 Node Criticality Based-on Alternative Path Analysis 

In communication network analysis, alternative path and combinatoric analysis is 
fundamental because paths represent routing options of messages between nodes. 
However, with C2 decision networks, the alternative path problem is less relevant to 
criticality analysis because the routing choices are generally less in hierarchical 
structured C2 systems. (For communication dependability analysis in the following 
section, alternative path evaluation is necessary to determine the exact solutions.) 
When alternative path options are considered for higher-level C2 system models 
with inter-nodal dependencies, a decision criterion must be defined to determine the 
criticality over all alternate paths between two nodes. One approach that has been 
proposed [13] uses the MaxMin decision rule, which takes the Max of the Min link 
dependency within each alternative path between two nodes, as the inter- 
dependency value for the two separated nodes in the C2 network. A prioritisation 
vector of nodal criticalities can then be determined, as above, from the nodal set 
dependency matrix. While the Max Min decision strategy may be justifiable for game 
type decision problems, where payoff tables are used, it would seem hard to justify 
its use in C2 systems without a clear reason. So C2 node criticality evaluation by 
alternative path analysis is somewhat hard to justify, and those considerations are 
more relevant to C2 system communication dependability analysis. 

2.7 Node Criticality Based-on C2 Task Mapping 

For a C2 node, or a group of C2 activities, the information flows with inputs and 
outputs at the various process stages can also be defined on a map using any of the 
various formalisms available for process mapping (such as IDEFO). On such a map, 
the information technology and other resources that are required by the different 
process stages and tasks can then be identified clearly. Consequently, the 
information resource requirements can be identified within the C2 cell, and the 
criticality of the various process stages are inferred from their resource 
dependencies. However, it is somewhat difficult to determine which resources are 
more critical in this type of process and activity mapping. In the commercial world, 
process mapping is widely used to identify inefficiencies and redundant activities 
within well defined resource transformation processes. When applied to military 
decision making, these objectives can only be achieved in a limited capacity due to 
the less well-defined resource transformation processes. Although there may be 
accepted stages of military decision making as described by the OODA loop, and 
sub-tasks defined by the universal task list, which aspects are most important 
actually depends on the situation and context. But perhaps the primary reason that 
process mapping has limited value for vulnerability analysis is that it mixes tools, 
activities, outputs, and resources in a fragmented linear picture. Within such a 
picture, it is difficult to identify which activity support services are more important. 
What may be more appropriate is to map only the information outputs from C2 
elements, in a multi-tier model with both hierarchical and network aspects. Then for 
each support service, such as LAN, INTEL feeds, telephone, and computer 
applications; on separate maps show all the information outputs on the multi-tier 
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model that depend on one of these resources. Vulnerabilities would then be easier to 
identify visually, especially taking into account the importance of the different levels 
in the multi-tier model. For example, if the whole C2 cell depended on a single fibre 
optic cable into a node at the bottom tier, it would be clearly highlighted. In this 
way, such a model would represent the C2 elements in a manner whereby it is easier 
to identify critical resource dependencies. 

2.8 Node Criticality Based-on Dynamic Analysis 

The dynamic behaviour of a C2 network, with dependency ratings on links between 
nodes can also be investigated by means of the Fuzzy Cognitive Mapping (FCM) 
technique [8], used for dynamic analysis of directed cyclic networks. The nodes in 
FCM networks represent qualitative variables, or abstract concepts that are inter- 
linked in the overall problem. The knowledge outputs from C2 system elements 
(humans, digital systems, applications etc.) can be considered to be such qualitative 
variables. In FCM the activation levels of nodal states are usually [ 0,1] and link 
strengths are {-1,0,+1} or [-1,1]. The complex feedback effects on the overall system 
behaviour can be explored in various ways. By fixing the states of variables, or 
turning them on or off, their relevance and hence criticality on the overall system can 
be examined. As a qualitative exploratory technique, sensitive nodes which have a 
relatively large impact on the overall system may thus be detected. Similar to neural 
nets, FCM use squashing functions for nodal transfer functions, and these squashing 
functions need to be specified so that they bear some correspondance to the 
information processing characteristics of C2 nodes. 

When the directed dependency links of a FCM are subjectively assigned influence 
strengths, the FCM can be viewed as a dynamic system and its stability analysed. 
Kosko [9] has noted that the latent stability of static fuzzy associated memory (FAM) 
systems may be analysed using the eigenvalue of the edge connection matrix. Such 
static FAM systems act as sets of IF-THEN rules and do not iterate through multiple 
cycles, as do dynamic systems. In these cases, latent equilibrium is inherent if all the 
eigenvalues of the system have negative real parts [15], and potential instability is 
indicated when some eigenvalues have positive real parts. But the complex feedback 
patterns of dynamic FCM prevent this type of prescriptive analysis, and the dynamic 
stepped behaviour must be investigated empirically for the chosen squashing 
function and edge matrix. The dynamic behaviour of FCM must either stabilise as a 
repeating set of values, called a limit cycle which is a fixed set of values (including a 
fixed point), or else must exhibit constantly changing chaotic behaviour. The initial 
set of nodal state values does not determine whether a limit cycle develops or 
whether chaotic behaviour prevails; only the edge matrix (and especially the 
combination of positive and negative directed edges) determines the dynamic 
behavioural chracteristics. 

With negative inter-nodal influences, increases in the state value (knowledge output) 
of a source node cause decreases in the state value (knowledge output) of the sink 

node. Assuming that there are seldom negative dependency links in C2 networks, in 
general, mainly limit cycles will develop for C2 networks. For this type of limit-cycle 
behaviour, the criticality of different nodes can be explored as follows. Since the 
fixed dependency matrix determines the limit cycle, the time taken to reach an 
observed limit cycle could be used to evaluate the disturbing effect a node can have 
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on the system. More critical nodes would then be those nodes whose degraded 
functionality would cause the system to oscillate for longer times before reaching the 
inherent limit cycle, or stable information processing capability. By clamping a 
node's value as low (say 0.1), and initialising the others, either randomly or at a 
reasonably high value (say 0.8), nodes which cause the system to oscillate for 
relatively longer time intervals can then be identified empirically. However, all that 
one could hope to learn from this type of qualitative investigation would be an 
intuitive feel for the significance of a node in relation to the whole C2 network. FCM 
analysis is also of limited value when there are definite importance levels or tiers in 
the C2 system. 

3. C2 System Dysfunction Analysis 

The evaluation of different ways by which C2 subsystems and components may fail 
or degrade is another aspect of vulnerability analysis. It has been noted that large 
complex system failures are frequently caused by surprising, or highly unlikely 
combinations of events. The nuclear disasters at Chernobyl, and more recently in 
Japan, were both caused by such combinations of human errors (as deviations from 
standard operating procedures). A standard systems engineering technique called 
Failure Modes, Effects and Criticality Analysis (FMECA) can be used to 
systematically explore the possible combinations of events that could cause 
problems, the nature of their effects, and the criticality of the effects. Using this 
technique, these details can be graphically represented on a fault tree using logical 
connectives (AND, OR, EXOR, etc.), appropriate to the significance of the different 
event combinations. Probabilistic likelihoods are traditionally used for the root 
events, and combined via the logical operators with probability laws to yield the 
likelihood of the head event; or failure of the system under study. The very small 
probabilities of the root events are frequently subjectively estimated, or taken from 
an industrial database in the case of common pieces of technical equipment. 
Although it is widely applied, the FMECA technique is somewhat limited by one's 
ability to conceive of all the possible problems, and the accuracy of the guesses for 
component likelihoods or of the failure data in industrial databases. For digital C2 
support systems, the method may be most appropriate for evaluating problems 
caused by combinations of procedural anomalies and electronic component failure. 
For more critical systems, all the support services, such as telephone, power, water, 
gas; would obviously need to have redundant back-up readily available on stand-by. 
But a FMECA of less critical systems may help to identify those systems which need 
back-up, or the degree of back-up required to achieve the necessary level of system 
dependability. This author suggests that more realistic failure estimates from 
FMECA analysis may be derived if possibilistic likelihoods (PN) for the subjective 
component estimates are used instead of probabilities in the fault tree analysis stage 
of FMECA. Lower and more conservative dependability estimates would then result. 
Thus, another type of C2 system vulnerability analysis is to perform a FMECA study 
to identify potentially dangerous combinations of events, and it is suggested that 
possibilistic fault tree analysis is more appropriate when vague subjective likelihood 
estimates are the only inputs available. Although there have been many fault tree 
analyses using fuzzy probabilities, there have been far fewer studies using 
possibilistic likelihoods. A concise description of conventional probabilistic fault tree 
analysis and FMECA procedures can be found in [18], and a practical approach to 



DSTO-TR-1123 

possibilistic fault tree analysis, which may be also applied to C2 system vulnerability 
analysis, can be found in [22] [24]. 

4. C2 Support Network Dependability Analysis 

4.1 Introduction 

Since C2 is highly information dependent, the dependability of the supporting 
communication system is also critical and should be constantly monitored and 
evaluated. There are two types of communication network dependability evaluation: 
theoretical evaluation based on the synthesis of combined degradation event 
likelihoods, and practical evaluation by the simulation of stochastic traffic flow 
patterns based on channel capacities and random degradation event occurrences. 
The second approach using stochastic simulation is beyond the scope of this report. 
While an increase in network complexity can theoretically increase the total network 
reliability due to the increase in alternative paths, it also increases the vulnerability to 
potential communication disruptions. (For (n) fully connected nodes, there are 
(n(n-l)/2) links where communication degradation can potentially occur. ) But in 
highly distributed C2 systems, the likelihood of communication degradation 
between a subset of nodes is generally of more interest than that of whole system 
degradation, which can be compromised merely by a single failure somewhere. 
Theoretical dependability estimation can be used as the first stage in designing more 
survivable and fault tolerant systems, including the evaluation of tradeoffs between 
dependability and vulnerability. (This reliability/vulnerability tradeoff problem is 
also beyond the scope of this report but techniques to address it can be found in [11] 
[23].) 

As previously mentioned, it is not uncommon to use link unavailabilities as the 
proportion of time a link is down over a long period, for failure probability in 
network analysis. This is unsatisfactory because the probability functions express the 
probability that the link will die (or be alive) at any time, which is the chance that the 
system will not function on demand due to forces of mortality. This chance is different 
to the proportion of time a link is in a down state. The instantaneous or time-varying 
failure rate is sometimes called the force of mortality (or hazard rate), and this 
represents a certain probability of satisfying a demand at any point in time. If failures 
follow a stationary random process with a constant hazard rate, dependability (and 
reliability) deteriorates exponentially over time. On the other hand, interval 
availability is dependent on the size of the interval window, and is a composite 
function of reliability, ease to repair, and repair efficiency. While unavailability (% 
downtime) is critical for planning purposes, the proportion of time down does not 
reflect the type of probability required in network dependability analysis, even with 
a steady state assumption. So we will take dependability to be the chance that a link 
will die, or be killed at any instant, which may be updated as new evidence from 
system monitors comes available, or as new situations arise. 

4.2 Higher-Order Uncertainty Modelling 

This section will demonstrate how higher-order uncertainty modelling can affect 
computer system dependability evaluation when various types of subjective 
estimates    are    required    for    the    diverse    problems    that    can    affect    the 
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hardware/software system and its operators. Higher-order uncertainty (HOU) refers 
to multiple layers of uncertainty in situations where the amount of information 
available is small. The probability of a probability value is one such example, as is 
the possibility of a possibility value. This author has proposed [22] [24] a practical 
approach to HOU representation when using the possibility measure, which enables 
the difference between ambiguity and vagueness to be clearly defined and measured. 
In that semantic framework, ambiguity (and conflict) refers to the existence of 
multiple possible values, while vagueness refers to indistinctness of values, 
inherently induced by the presence of indistinct set elements due to limitations of 
available information. Fuzzy probabilities are then examples of ambiguity, as 
approximate belief values that events (or states) will occur, while vague likelihoods 
are to be interpreted as approximate belief values that events can occur. It should be 
noted that only things that can happen, will happen (as per Murphy's Law), so the 
possibility metric is always greater than the corresponding probability metric 
(referred to as the Consistency Principle [24]). A detailed discussion of HOU 
representation for dependability analysis can be found in [23]. 

For many types of military models it is suggested that the possibility measure is very 
meaningful because: 
a    there is frequently only a small amount of factual evidence in combination with 

many uncertain estimates, or subjective guesses. 
□    "potentiality" evaluation is relevant to war because it refers to a feasible range of 

events, rather than indicating the predicted behaviour of the adversary based on 
probabilistic chance. 

The main difference when using the possibility measure in dependability analysis is 
with the OR operator, as used for series system analysis or disjunct event evaluation. 
Simply speaking, when indistinct set elements are present there is an additional 
dimension of possibility (a higher-order) which must be managed carefully in 
disjunctive operations. In practice, this translates to simply adding the possibilistic 
event likelihoods instead of multiplying the success, or no event, likelihoods in 
probabilistic analysis. This simple summation of degradation event likelihoods is 
demonstrated in the following examples and always results in a lower system 
dependability estimate than the probabilistic estimate. 

4.3 Some Simple Dependability Analysis Algorithms 

4.3.1 Introduction 

Von Collani [21] has proposed that the probabilistic reliability of any set of links in a 
network can be determined using a very simple approximation, in most cases with 
small error from exact solutions obtained by graph methods. In general, the 
magnitude of the approximation error is shown to be well within the error 
magnitude expected in the input subjective estimates for component event 
likelihoods. This approximation will also be used to demonstrate the difference 
between probabilistic estimates, and those based on possibilistic event likelihoods. 
Although von Collani's probabilistic approximation is the exact formula for 
possibilities with the disjunctive OR operator, another computational difference at 
the preliminary stage when using possibilistic likelihoods, where component sources 
of failure are aggregated into a single link unreliability estimate by the Series OR 
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operator (as below), leads to a quantitative deviation for possibilistic analysis from 
the results of von Collani's simple probabilistic approximation. 

4.3.2 Preliminary Edge Unreliability Estimate 

Consider a distributed C2 system composed of disparate local digital networks. A 
link between any two distributed C2 nodes {1,2} in the system consists of five 
communication stages, each of which may fail or be degraded. For simplicity, 
consider the likelihood of failure (0.07) to be the same for all five stages. 

Local Long Local 
^ Bus Link Bus l L 

O-OO-O-© 
Figure 1:   Link Unreliability Components 

For probabilistic reliability analysis: 

Link reliability              =   (0.93)(0.93)(0.93)(0.93)(0.93) 
Link unreliability         = 1 - .6957 

= 0.6957 
= 0.3043 

For possibilistic reliability analysis: 

Link unreliability         = 5x0.07 
Link reliability              = 1 - 0.35 

= 0.35 
= 0.65 

Von Collani presents three algorithms for network reliability computation: for any 2 
nodes, for any set of nodes greater than 2, and for any set of nodes in networks 
which can obviously be partitioned into subnetworks. In essence, the approximations 
simply consider the simultaneous failure of all links at all of the specified nodes 
(which may be the whole network), and the algorithms approximate the minimal cut 
set equations. A detailed explanation of the rationale can be found in [21] and the 
objective of presenting these examples is only to highlight the difference between 
probability and possibility estimates. Examples 1,2, and 3 below assume identical 
unreliabilities for all links with the above values (0.30, 0.35) for probability and 
possibility. Example 4 demonstrates the method with non-identical link 
unreliabilities. Table 1 summarises the example computations and their deviations 
from the exact solutions as found in Beichelt [3], Blechschmidt [4] and von Collani 
[21]; and validated by Kraetzl [10] using Monte Carlo simulation techniques. 

10 
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4.3.3 Some Example Network Evaluations 

Example 1:   Hexagonal Network 

Figure 2:     Hexagonal Network 

Approximate Probabilistic Reliability: 

R{AllNodes}=l-{6(0.3)5} 

= 1-0.1458 

= 0.98542 

Possibilistic Reliability: 

R{A11 Nodes}=l- {6(0.35)5} 

= 1-0.03151 

= 0.96849 

Example 2:   ART1 Network, as in Von Collani Figure 15.1 and also in Blechsmidt. 
4 

Figure 3:   ART1 Network 

Node set { 1,11} 
The implementation of the approximation algorithm can be explained from a cut-set 
viewpoint. If all the links out of each of the nodes in the target set are down, 
communication is impossible. However, when 2 terminal reliability is required (in a 
non-partirionable network) additional subsystems must be considered associated 
with each of the terminal nodes. Thus all links associated with each, path out of each 
terminal node must be added to the composite failure of all links at each terminal 
node itself. The same reasoning (and equation) applies for simultaneous possibilistic 
and probabilistic failure likelihoods. 

Let E be number of edges. Then Ei = 3, En = 3 
Plus Ei-2 =6, Ei-5 =7, Ei-3 = 6, Es-n = 6, E9-11 = 6, Eio-n = 4. 

11 
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Approximate Probabilistic Reliability: 

R{l,ll}=l-{2(0.3)3 + (0.3)4+4(0.3)6 + (0.3)7} 

= 1 - 0.0652 
= 0.9348 

Possibilistic Reliability: 

R{1,11} = l-{2(0.35)3+(0.35)4+4 (0.35)6+(0.35)7 } 

= 1-0.108752 
= 0.8913 

Node set { All Nodes } 
Approximate Probabilistic Reliability: 

R {All Nodes} = l-{4(0.3)3 + (0.3)4+4 (0.3)5+2(0.3)6 } 

= 1-0.1273 
= 0.8727 

Possibilistic Reliability: 

R{AllNodes}= l-J4(0.35)3+(0.35)4+4 (0.35)5+2(0.35)6 } 

= 1-0.21119 
= 0.7888 

Example 3:   Network as in Beichelt's Figure 3.4 (14 nodes, 35 arcs) 

Figure 4:   Beichelt's Figure 3.4 

12 
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Node set { 1, 13 } 
Approximate Probabilistic Reliability: 

R{l,13}=l-{(0.3)3+3(0.3)5+ (0.3)5 + (0.3)7+(0.3)8+2(0.3)9 } 

= 1 - 0.03534 

= 0.96466 

Possibilistic Reliability: 

R{l,13} = l-{(0.35)3+3(0.35)5+ (0.35)6+(0.35)7+(0.35)8 + 2(0.35)9 } 

= 1-0.06149 

= 0.93851 

Node set { 1, 5,13 } 
Approximate Probabilistic Reliability: 

R{l,5,13} = l-{(0.3)3+2(0.3)5 } 

= 1-0.03186 

= 0.96814 

Possibilistic Reliability: 

R{l,5,13}=l-{(0.35)3+2(0.35)5 } 

= 1 - 0.05337 

= 0.94663 

Node set { All Nodes } 
Approximate Probabilistic Reliability: 

R{AllNodes} = l-{2(0.3)3+2(0.3)4+3(0.3)5+6(0.3)6 +(0.3)7 } 

= 1 - 0.08208 

= 0.91792 

Possibilistic Reliability: 

R{AHNodes}= l-{2(0.35)3+2(0.35)4+3 (0.35)5+6(0.35)6 +(0.35)7 } 

= 1-0.14408 

= 0.85592 

Example 4:   A Small Network    (10 nodes, 10 links ) 

This example will demonstrate the computations for a small network with low 
connectivity and exposure of end nodes to isolation. It will first be demonstrated 
how an individual arc unreliability can be derived for the link (1-7). For simplicity, 
consider a link has 3 parts, with an end node subject to 6 possible modes of 
dysfunction (a - f) and their likelihoods (probabilities or possibilities) per unit time 

13 
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as below. Any of these may cause node failure and these crisp values could equally 
well be approximate or linguistic ratings with fuzzy computations applied. 

a = 
b = 
c = 
d = 
e = 
f = 

Operator accidental error 
Operator intentional error 
Hardware random failure 
Hardware attack caused failure 
Software random error 
Software attack caused error 

0.010 
0.005 
0.0015 
0.010 
0.010 
0.010 

Figure 5:    A Small Network 

For simplicity, the fact that "a" and "b" are mutually exclusive will be ignored since 
the numerical error in using the probabilistic OR (instead of EXOR) operator will be 
small, for two values among the six. 

Probabilistic unreliability of node = 1-   (1-.01)4 (1-.005) (1-.0015)        = 1-0.9544 
= 0.0456 

Possibilistic unreliability of node   =   4 x .01 + .005 + .0015 = 0.0465 
Say both =0.05 

In this manner, the dysfunction likelihoods of the three components of a link (2 
nodes plus link) could be aggregated from the likelihoods of the potential 
degradation modes for each component. 

.06 .05 
.008 

Figure 6:  Link Unreliability Example 
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Since any of the three possible component dysfunctions of a link can result in 
communication failure, the OR operator can also be used to determine the single link 
unreliability. 

Probabilistic unreliability = 1-   (l-.06)(l-.05) (1-.008) =   1-0.885  =  0.115 
Possibilistic unreliability  =   .06 + .05 + .008 =   0.118 

Let both composite unreliabilities for the link =   0.12 

0.12 

Figure 7:   Link Composite Unreliability 

Exact Probabilistic Reliability of the Small Network 
Each composite arm of the small network can then be considered as a series system 
of links. In each arm of this cross network, the double connection to the central 
network is represented as a single link, with unreliability being the product of the 
two central links. By series system evaluation, the probabilistic reliability of each of 
the composite arms of the cross network are: 

Rel(l,7) = (1 - .12) (1 - .0036) =.8768 
Rel (2,8) = (1 - .05) (1 - .1) (1 - .0018) = .8535 
Rel (4,9) = (1 - .1) (1 - .0009) = .8992 
Rel (5,10) = (1 - .07) (1 - .06) (1 - .0018) = .8726 

And failure of any composite arm (A,B,C,or D) results in network dysfunction, thus: 

Network Unreliability =     A Fails  OR  B Fails  OR  C Fails  OR  D Fails 
( a logical Series system) 

and Rel (Network) =    .8768   x   .8535   x    .8992    x    .8726 
=    .5872 

This value represents the degree of belief in the exact chance that the system will be 
functional. The low value illustrates the inherent dangers of a star configuration 
where branch nodes have no alternate paths. 

Approximate Probabilistic Reliability of the Small Network 
By von Collani's algorithm :    Consider all links at every node. 

Rel (Network) = 1   -   {.12 + (.06)(.06)(.12) + .05 + (.05)(.l) + (.1)(.06)(.03) + .1 
+(.1)(.03)(.03)+ .07 + (.07)(.06) + (.06)(.06)(.03)} 

= 1   -    .3500 
=   0.6500 

15 
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This result is 10% higher than the exact value illustrating that the approximation 
accuracy decreases in less connected networks. 

Possibilistic Reliability of System 
Possibilistic composite arm unreliabilities: 
Unrel(l,7)      = -12+ .0036 = .1236 
Unrel (2,8)     = .05+ .10 +.0018 = .1518 
Unrel (4,9)     = .10 + .0009 = .1009 
Unrel (5,10)    = .07 + .06 + .0018 = .1318 

Then by possibilistic OR operator : 
Unreliability of Network    = .1236 + .1518 + .1009 + .1318 

= .5081 
And,   Rel (Network) = 1   - .5081 

= .4919 

This value represents the degree of belief that the system can potentially be 
functional. Thus, using event likelihoods as possibilities for this small system the 
network reliability estimate is reduced by 16% from the exact probabilistic estimate 
of 0.5872. All results are summarised in Table 1. 

4.4 Dynamic Dependability Monitoring 

Elements within C2 systems can change in various ways, as can their working 
environment. Equipment degradation processes may change from stationarity to 
non-stationarity, operator behaviour may get lax or become error prone, and levels of 
national threat may increase. For diverse reasons, degradation event likelihoods may 
change at C2 system elements and this situation requires that network C2 elements 
be continuously monitored to detect when behavioural change becomes significant. 
There are many approaches one can take to update a variable's estimate on the basis 
of new evidence: Dempster/Shafer theory, Bayesian methods, genetic algorithms, 
and so on. However, the popular Bayes Net analytical technique is not so 
appropriate for this network dependability updating problem for the following 
reasons. Bayes Nets propagate a change at a node (or cue) across a uni-directional 
network by means of a set of inter-connected (joint) conditional probabilities. This 
may be appropriate for events whose effects can spread as with viral attacks, 
although conditional probabilities for viral transmission would also seem to be 
rather unrealistic in light of the mechanics of transmission. In general, Bayes Nets are 
suitable for reasoning in systems where the same symptoms (or instances) can arise 
from a number of different causes, or for updating proposition truth values on basis 
of inter-related evidence. But network dependability is affected via systemic 
dependability relationships, rather than by uni-directional conditional probability 
propagation through a network of components. Rather than conditional probability 
relationships between components, it is the logical relationships between 
components that determines overall system performance. What is most important for 
C2 system dependability control is to update the individual nodal and link 
degradation likelihoods on the basis of new events at a node, and subsequently, to 
determine the effect on network functionality by means of the overall network 
dependability function. With respect to this kind of monitoring, Bayes rule itself is 
appropriate for updating isolated states while Bayes Nets are suitable for updating a 
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Node Set 

Probabilistic 
Network   Reliability 

R { node set} 

Possibilistic 
Network 
Reliability 

Possibilistic 
Reliability 
Difference 

From 
R (Exact) Exact Approximate 

j            Example 1:   Hexagonal network ( 6 Nodes 14 Links) 

1 {all nodes} .98497 .98542 .9655 -4% 

Example 2:    ART 1 (11 Nodes 22 Links) 

{1, ID .93149 .93480 .8912 -5% 

| {all nodes} .86550 .87272 .7890 -10 % 

I          Example 3 :     Beichelt   Fig. 4.3 (14 Nodes 35 Links) 

{1,13} .96358 .96470 .9385 -3% 

{1,5,13} .96358 .96814 .9466 -3% 

{all nodes} .91461 .91792 .8559 -7% 

|        Example 4:     Small Network (10 Nodes 10 Links) 

1 { all nodes} .5872 .6500 .4919 -16 % 

Table 1:  Example Network Reliability Estimates 

set of states with probabilistic interdependencies. However, Bayes Nets cannot 
determine the overall system state of system performance. 

One complication with updating degradation event likelihoods in military situations 
is that the input information is often very sparse, vague, or imprecise. Frequently, 
initial likelihood estimates are guesses, with only sporadic data available to update 
those estimates. Caution should be adopted when applying Bayesian updating in 
this situation since it may take considerable time to adjust to new event likelihood 
values if they are substantially different to the initial a priori estimates. These 
information characteristics place fuzzy set methods, fuzzy statistics and fuzzy Bayes 
methods, amongst the more feasible techniques with which to address this updating 
problem. However, the exact nature of the information set should determine the 
ultimate selection of the revision and tracking method. For example, a discontinuous 
fuzzy time series may be induced by a limited number of sporadic events, when each 
event is associated with a qualitative rating that may be subjectively derived. Such 
series may be produced from INTEL streams, or be summaries of the outputs from 
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several different network intrusion detection algorithms at the end of each day. This 
particular type of macro-anomaly detection is to be distinguished from data-rich 
dynamic anomaly detection which is usually addressed by real-time analytical 
approaches. When monitoring such rough series, the core problem is to detect 
promptly any anomaly when it occurs, not only for detecting increased degradation 
m C2 network functionality, but also for rapid implementation of remedial actions 
before overall C2 network transmission is greatly affected. 

5. Summary 

This report has discussed various approaches to C2 system vulnerability analysis 
covermg the following aspects: 
□ Criticality analysis of C2 system elements. 

□ System dysfunction analysis from the combination of distinct degradation events 
□ Communication   system   dependability   based   on   the   synthesis   of   link 

dependabilities. 

For nodal criticality evaluation, some qualitative approaches have been described 
based on subjective estimation of information influence strengths and the degree of a 
C2  element's intrinsic importance.  These simple heuristics are highly context 
dependent smce the characteristics of a threat situation determine which C2 elements 
are critical to a large degree. However, beyond that, there are hierarchical aspects of 
C2 decision making that also affect the criticality of elements. Although methods 
have been described that address both the context and hierarchical level of a C2 
element, the criticality state can have no definite or absolute value since it is only a 
qualitative concept. Hence, these methods must be appreciated only as general 
exploratory approaches. Next, C2 system dependability has been defined to include 
both intrinsic system reliability and the vulnerability of a system to exogenous 
sourced degradation events. The use of the possibility measure to represent the 
higher-order uncertainties inherent in the input to much C2 network analysis was 
contrasted with the use of the more traditional probability measure of uncertainty 
The possibility measure relates to what can potentially happen, in contrast to the 
probability measure which is a measure of the belief in what will happen. Overall, it 
is suggested that the prevalent use of subjective estimates in system dependability 
analysis renders the use of possibilistic likelihoods appropriate, especially in the 
simple   algorithms   demonstrated.   For   several   example   networks,   exact   and 
approximate probabilistic results were compared with dependability estimates using 
possibilistic likelihoods. The deviation of the approximate probabilistic method from 
the exact probabilistic results was shown to be small, and with the exception of the 
small less-connected network, well within the error magnitude expected in any input 
subjective estimates for network elements (say ± 5% ). The deviations between the 
exact probabilistic and possibilistic system dependability estimates were around 
10%. While this may not seem very significant in light of the uncertainty in the input 
event likelihoods, the deviations may be greater in times of conflict when the event 
likelihoods increase.  But ultimately,  the magnitude of the difference between 
probabilistic and possibilistic dependability estimates is determined by the network 
configuration,   and   these   examples   are   only   intended   to   demonstrate   that 
dependability is always less when possibilistic likelihoods are used. Consequently 
more conservative estimates are derived. For real-world C2 system vulnerability" 
control, dynamic dependability analysis should also be employed, whereby unusual 
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degradation events at nodes are continuously monitored in a systematic way that is 
appropriate to the fuzzy nature of data. In conclusion, the practical techniques that 
have been presented in this report are intended to foster a wider base of vulnerability 
analysis in the field, especially where analytical resources may be scarce. 
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